
1. Introduction
While all tropical cyclones (TCs) have differences in structure that ultimately make each one unique, there are 
common characteristics that allow us to characterize TCs by various intensity and size metrics. TC structure and 
intensity are also related to each other, which is demonstrated by the ability to estimate TC intensity from obser-
vations of TC structure via satellite imagery using techniques such as the Dvorak method (e.g., Dvorak, 1975; 
Velden et al., 2006). However, while structure and intensity are intimately related in many ways, the relationships 
can be complex. For example, it has been known for several decades that there is a weak statistical relationship 
between static TC intensity and size in terms of the radius of maximum wind (RMW) and maximum tangential 
wind (Vmax), which is an attribute of TC structure (Chan & Chan, 2012; Chavas & Emanuel, 2010; Merrill, 1984). 
This weak statistical relationship between TC intensity and size is due in part to the fact that there is still consider-
able structural variability across TCs with the same intensity (Xu & Wang, 2015). Additionally, the use of differ-
ent metrics to describe intensity, structure, or size can yield different relationships and complicate our physical 
understanding (Chavas et al., 2015).

Variability in size and intensity is also important since anecdotal, statistical, and theoretical studies suggest 
that TC size can influence future changes in TC intensities and intensification rates (e.g., Carrasco et al., 2014; 
Hendricks et al., 2014; Rogers et al., 2017; Xu & Wang, 2015). For example, recent research has suggested that 
the initial TC size strongly impacts evolution throughout the rest of the TC life cycle, such that initially larger 
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idealized TCs (in terms of RMW and outer radii) can achieve higher steady-state intensities when the environment 
is constrained to yield TCs with the same maximum potential intensities (Tao et al., 2020; Xu & Wang, 2018). 
Initial structural variability of the vorticity outside the radius of maximum wind was found to be more important 
for setting TC expansion rates than environmental moisture in both 2D and 3D idealized CM1 simulations (Chan 
& Chan, 2015; Kilroy & Smith, 2017; Martinez et al., 2020; Xu & Wang, 2010). Tao et al. (2022) also demon-
strate that TC structural evolution is also determined by TC size in addition to TC intensity. Finally, numerous 
studies have demonstrated through the assimilation of TC observations such as dropsonde, flight-level wind and 
radar data that improved model representation of TC structure and size can improve forecasts of rapid intensifica-
tion (Feng & Wang, 2019; Nystrom & Zhang, 2019; Tao et al., 2022; Weng & Zhang, 2016; Zawislak et al., 2022; 
Zhang et al., 2011). In this study, we seek to simplify the characterization of intensity and size through an exam-
ination of the observed variability in wind structure obtained from aircraft reconnaissance.

While the term “TC structure” can refer to a broad array of TC attributes, one of the most commonly observed is 
TC size. However, there are many different ways to measure TC size depending on the phenomenon of interest. 
For example, studies that focus on inner-core processes may use the radius of maximum wind (RMW) or the 
absolute angular momentum at the RMW (Mmax) (e.g., Schubert & Hack, 1983). In contrast, studies that focus on 
outer-core processes or TC hazards may use the radius of gale-force winds (R34) instead (e.g., Knaff et al., 2016).

RMW is an important metric to measure because changes in RMW typically correspond with changes in TC inten-
sification. For example, many tropical storms start with a large RMW that contracts as the TC intensifies, and this 
evolution is often likened to the “ice skater” angular momentum analogy (Stern et al., 2015). However, recent 
research suggests that RMW contraction often ends before TC intensification is finished (Stern et al., 2015). 
In addition, fluctuations in the magnitude of RMW are associated with eyewall replacement cycles, which also 
modulate TC intensification as the inner eyewall decays (Sitkowski et al., 2011).

Mmax contains both intensity and size information, and it is known to be related to a TC's maximum potential 
intensity (MPI) (Chavas et al., 2015; Emanuel, 2012; Tao et al., 2020). Since lines of constant angular momentum 
are often assumed to not penetrate the tropopause, they exhibit a strong constraint on MPI. In addition, since abso-
lute angular momentum increases with increasing radius in an inertially stable vortex, it can be used as a radial 
coordinate known as ‘potential radius’. In this case, Mmax is related to a TC's “dynamic size,” and tight radial 
gradients near Mmax are stretched to show detail (e.g., Martinez et al., 2019; Schubert & Hack, 1983).

R34 is also an important variable because it is used for forecasting potential hazards and damage extents (Knaff 
et al., 2016). In addition, the magnitude of R34 is linked to other changes in structure, such as the likelihood of 
secondary eyewall formation or other inner-core structures (e.g., Musgrave et al., 2012; Rozoff et al., 2012; Xu & 
Wang, 2015), and the magnitude of R34 is also related to future intensification rates (Xu & Wang, 2015).

Although related, these three different size parameters do not necessarily co-vary together (Carrasco et al., 2014). 
Therefore, the concept of TC fullness has been proposed, which is defined as TCF ≡ 1 – RMW/R34 (Guo & 
Tan, 2017). Fullness is highly correlated with intensity, and a rapidly increasing fullness is also associated with 
current rapid intensification.

While fullness can be considered a measure of TC “shape,” it does not directly consider intensity in its defi-
nition. The rate of decay of wind from the RMW to R34 also varies and is often approximated by a modified 
Rankine decay parameter (Mallen et al., 2005). However, recent research suggests that the rate of decay of wind 
outside the RMW is quasi-linear with respect to normalized angular momentum (M*) (Martinez et al., 2017; Tao 
et al., 2022). Therefore, in this study, we define the slope of the quasi-linear M* radial profile as ϕ and show that 
this new parameter is related to TC maturity.

In addition to having multiple different TC size parameters, there are also multiple ways to define TC intensity, 
such as the maximum sustained wind speed or minimum central pressure. The maximum wind speed (Vmax) is a 
primary way of characterizing intensity (e.g., Simpson, 1974), but there are several variations in how it is defined 
depending on the wind-averaging period and altitude. In this study, we define Vmax as the azimuthally averaged 
flight-level tangential velocity, and use “surface intensity” to refer to the Best Track (BT) 1-min sustained surface 
wind speed as defined by the U.S. National Hurricane Center.

Intensity is also commonly quantified as the minimum central surface pressure (Pmin) of the TC. Recent research 
suggests that Pmin correlates better with TC size and total damage than Vmax (Klotzbach et al., 2020), and acts as 
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a relatively good evaluation metric for TC structure (Tao et al., 2022). While most global estimates of Pmin rely 
on satellite-based estimates in the absence of in-situ observations (Knapp et al., 2013), it can be measured more 
accurately and easily than Vmax or surface intensity, because it is a single point that has a lower sampling error, 
and it is not dependent on azimuthal averages or extrapolations to the surface wind speed. However, Pmin also 
contains information on TC size, such that larger TCs have a lower Pmin than smaller TCs with an equivalent Vmax 
(Klotzbach et al., 2020).

Since there are so many intensity and size metrics in use and they all co-vary to varying degrees, a central purpose 
of the article is to find a relatively independent combination of parameters that more clearly separate intensity 
and size and better represent the TC life cycle. We seek to find metrics such that size and intensity are more 
orthogonal in order to better characterize the TC with as few parameters as possible. Finally, we also seek to have 
the metrics represent the full range of variability of observed structure and apply the new metrics to explain the 
existing findings.

To satisfy these objectives, we utilize aircraft TC observations and empirical orthogonal functions (EOFs). EOFs 
have been successfully used for revealing useful information on many atmospheric systems, such as determining 
the location and strength of the MJO (e.g., Wheeler & Hendon, 2004). By using the EOF on observational data, 
we are able to reduce the dimensionality of TC intensity and structure into their primary modes of variability, as 
well as compare past and future data to climatological averages and standard deviations in an orthogonal space. 
We show further that the size and intensity phase space developed here can be used to validate numerical weather 
prediction models.

In Section 2, we will define the new wind decay parameter in more detail, describe the datasets used in this study, 
detail how we perform our EOF, and describe numerical model setups used to show an example of applications 
of this study. In Section 3, we will describe the results of the EOF as well as demonstrate a useful application. We 
discuss and summarize the key findings in Section 4.

2. Methods
2.1. A New Wind Decay Parameter

Since the slope of M* outside the RMW has been shown to be quasi-linear in both composites of aircraft obser-
vations and numerical simulations (Martinez et al., 2017; Tao et al., 2022), we can simply use an angle to repre-
sent its slope. We consider this slope as TC “maturity,” which we define as a measure of how close a TC is to 
its quasi-steady state. In contrast to other wind decay profiles that are based on potential intensity theory (e.g., 
Chavas et  al.,  2015; Emanuel & Rotunno,  2011), inner-core wind profiles reconstructed from ϕ and M* are 
simpler and do not require environmental parameters such as CK and CD.

The new maturity parameter, ϕ, is formally defined as the angle with respect to the y-axis in normalized r* and 
M* space, such that

tan𝜙𝜙𝑟𝑟 ≡

𝑅𝑅∗

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟
− 1

𝑀𝑀∗

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟
− 1

, (1)

where r* is the radius normalized by the radius of maximum azimuthally averaged flight-level tangential wind 
(RMW); 𝐴𝐴 𝐴𝐴∗

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 is the absolute angular momentum normalized by its value at the RMW; 𝐴𝐴 𝐴𝐴∗

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 is a chosen outer 

radius, and 𝐴𝐴 𝐴𝐴∗

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 is the absolute angular momentum at that chosen radius outside of the RMW and normalized 

by the magnitude of the absolute angular momentum at the RMW. If one assumes that the outer radius is R34, 
then ϕ becomes

tan𝜙𝜙𝑅𝑅34
=

(1 − Fullness)
−1

− 1

𝑀𝑀∗

𝑅𝑅34
− 1

, (2)

such that fullness is explicitly related to the numerator of ϕ. However, in this study, we define the outer radius as 
twice the RMW (2RMW), such that

tan𝜙𝜙2𝑅𝑅𝑅𝑅𝑅𝑅 ≡
1

𝑅𝑅∗

2𝑅𝑅𝑅𝑅𝑅𝑅
− 1

, (3)
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to both sufficiently describe the TC structure and also allow for quantification of this metric with observed 
flight-level winds. An example of this definition of ϕ2RMW (hereafter ϕ) is in Equation 3 is demonstrated with 
a profile of both M* and V in Hurricane Rita (2005) near peak intensity in Figure 1. Note that Mmax and Vmax 
both occur at the RMW, and ϕ is defined with respect to the y-axis such that increasing angles correspond 
with increasing maturity. Example blue to yellow reference lines that are evenly spaced from 45 to 90 deg. 
in M*-space demonstrate how different angles of ϕ translate back to tangential-wind space, such that ϕ = 45 
deg. translates to a flat tangential wind profile, and ϕ = 90 deg. represents the steepest and most mature TC 
profile.

Even though M* is quasi-linear outside of the RMW, the exact value of 𝐴𝐴 𝐴𝐴∗

2𝑅𝑅𝐴𝐴𝑅𝑅
 can be noisy due to convection 

and turbulence at flight-level. Thus, we use a best-fit line that is fixed at the point (1,1) to estimate 𝐴𝐴 𝐴𝐴∗

2𝑅𝑅𝐴𝐴𝑅𝑅
 

and therefore ϕ, which is represented by the purple, dashed line in Figure 1. The outer radii of the best-fit 
line is chosen to be 2RMW in this study because flight-level azimuthal averages often have limited coverage 
beyond 2RMW due to flight limitations such as distance to land, finite fuel and flight hours, and mission 
objectives.

If Coriolis is neglected, the ϕ parameter can be related to the modified Rankine alpha parameter through the 
approximate relationship

tan𝜙𝜙 ≈
𝑟𝑟∗ − 1

(𝑟𝑟∗)
1−𝛼𝛼

− 1
 (4)

where r* is the normalized outer RMW of interest (which we define as 2RMW), and α is the modified Rankine 
parameter (Figure 1b). Through this relationship, we can see that the minimum angle of ϕ is 45° because that 
would correspond with an α of 0 and that a pure Rankine vortex with an α of 1.0 would correspond with a ϕ of 
90°. Values greater than 90° would imply an inertially unstable vortex.

A physical interpretation of ϕ is that an angle of ϕ = 45° would be a wind profile that has constant V = Vmax from 
1- 2RMW, implying no wind decay (blue line in Figure 1). This is typically only possible in very weak or imma-
ture storms. As a TC matures, the wind decay and alpha typically increase (Mallen et al., 2005), and the angle 
of ϕ increases. If a TC were to intensify to a pure Rankine vortex with zero vorticity outside the RMW, ϕ would 
increase to 90° (yellow line in Figure 1). However, observed TCs rarely, if ever, reach this condition, and we are 
interested in discovering what a realistic upper-bound of ϕ is for observed TCs. Overall, we chose to estimate 
ϕ  instead of trying to estimate α because ϕ is more realistic, and simpler to interpret, and the quasi-linear slope 
of M* allows for simpler calculations.

Figure 1. (a) Definition of ϕ as in Equation 3 (purple angle) with an example M* profile from Hurricane Rita 2005 at peak intensity (red). The blue to yellow reference 
lines are equally spaced from 45 to 90 deg. and represent the theoretical upper and lower limit of ϕ. (b) Visual depiction of how the definition of ϕ and additional 
dataset variables relate to the azimuthally-averaged, flight-level tangential wind profiles, using the same example Rita (2005) flight data at peak intensity as in (a; red 
line). In both subplots, dataset variables include Vmax (red point in (b)), Mmax (blue label in (a) and blue outline in (b)), radius of maximum wind (RMW) (dark gray 
dash), R34 (light gray dotted in (b)), fullness (black arrow in (b)), ϕ (purple angle in (a)), and Pmin (not shown). Purple dashed line in both subplots shows the extent of 
the ϕ definition, which extends from the RMW to 2RMW (medium gray dash-dot).
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2.2. Observational Datasets

We used two observational datasets in this study to derive seven parameters that describe intensity, size, or struc-
ture. The first dataset is the Flight Level Dataset (FLIGHT+), version 1.3 (Vigh et al., 2020). We primarily used 
the binned flight-level tangential wind to compute azimuthal averages from at least three radial legs regardless of 
quadrant and obtain Vmax, from which we derived RMW, Mmax, and ϕ. We also used the RMW from FLIGHT + to 
compute fullness (as defined in Section 1), since RMW is not quality controlled in BT estimates prior to 2020 and 
is not reliably present in BT archives. Though the surface RMW may be slightly smaller than the 700-hPa flight 
level RMW, they co-vary in a consistent manner (not shown).

We also used two parameters from the International Best Track Archive for Climate Stewardship (IBTrACS; 
Knapp et al., 2010) dataset to supplement additional parameters of interest, Pmin and an azimuthal average of 
available quadrant-dependant R34 estimates. In addition to being used as its own parameter, R34 was also used to 
calculate fullness, which means that fullness is the only parameter that was derived from multiple datasets.

The seven parameters used in our EOF analysis (Pmin, Vmax, RMW, Mmax, R34, fullness, and ϕ) are first introduced 
with respect to an example from Hurricane Rita (2005) in Figure 1. Figure 1a demonstrates the definition of ϕ, 
and Figure 1b shows the variables relative to the original FLIGHT + azimuthally-averaged, flight-level tangen-
tial wind profile, with the exception of Pmin, Together, Figures 1a and 1b demonstrate that the seven parameters 
chosen in this study represent a broad range of attributes that describe both the inner- and outer-core structure of 
the TC.

The full distributions and data sources of 649 observations of each parameter are shown in Figure 2. Figures 2a 
and 2b show the azimuthally-averaged flight-level Vmax and interpolated BT minimum surface pressure Pmin, with 
an average Pmin of 964 hPa and an average Vmax of 39.4 m s −1. The dataset encompasses a wide range of inten-
sity values about the mean values. Similarly, our three size parameters —RMW, Mmax, and R34 —show that the 
average of TC observations has values of 48.6 km, 1.9 × 10 6 m 2 s 2, and 212.7 km, respectively (Figures 2c–2e). 
Finally, we can see that the mean fullness values are more skewed and have an average of 0.8, and ϕ has a wider 
range and an average angle of 57.8° (Figures 2f and 2g).

In Section 3.1, we will demonstrate the utility of our EOF analysis by highlighting two examples TCs within our 
dataset: Hurricane Rita (2005) and Hurricane Charley (2004). Figure 2 shows how our two example TCs compare 

Figure 2. Histograms of the parameters used in this study. Orange and blue represent Hurricanes Rita (2005) and Charley (2004), respectively, and the remaining data 
is color-coded to denote whether the data source is interpolated from the Best Track (yellow), azimuthally-averaged flight-level data from FLIGHT+ (turquoise), or 
derived from both datasets (green). Black lines denote each parameter's average (solid), the first standard deviation (dashed), or second standard deviation (dashed) as in 
Figure 1. The quantitative value of each average and first standard deviation are written on the right-hand side.
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to the distributions within the full dataset across their lifetimes. Figures 2a and 2b show that Rita and Charley 
have observations at nearly the full range of Vmax and Pmin. Figures 2c–2e show that Rita and Charley were average 
sized and small, respectively, compared to other storms. Fullness in Figure 2f shows that Rita and Charley were 
close to 0.9 through much of their lifecycle, but did have some smaller values at times. Finally, Figure 2g shows 
that Rita and Charley encompassed a large range of ϕ within the dataset.

2.3. EOF Procedure

The seven variables from the observational datasets were quality-controlled before computing the EOF so we 
were only using physically-relevant data. The quality control thresholds are.

1.  The TCs must have been officially designated as at least a Tropical Storm (TS) for more than 3 hrs such that 
it has more than one entry in IBTrACs

2.  The azimuthal average of Vmax from binned profiles must contain at least three radial legs in a given flight 
regardless of quadrant

3.  Each flight time must have all seven parameters, including an azimuthal average of available R34 estimates
4.  ϕ must be less than or equal to 90°.
5.  Vmax must be at least 18 m/s (approximately TS strength)
6.  All M* profiles being averaged must extend out to at least 2RMW

After quality-controlling the data, we had 649 observations from the Atlantic basin available for analysis. We 
then standardized each parameter with respect to their mean and standard deviation within the dataset before 
computing the EOF.

Since some of the parameters contain redundant information, we tested many permutations of reduced parameter 
sets to create the best EOF that explained sufficient variance and had good separation of the different principal 
components. We also tested an EOF that included Integrated Kinetic Energy as an additional parameter but found 
that it did not add enough value to warrant inclusion. We found that using all seven of the retained parameters 
produced the best results since there were sufficient degrees of freedom to determine the primary modes of vari-
ance in the observations. Additionally, we also tested the robustness of the EOF structures by repeating the calcu-
lations using multiple versions of FLIGHT+, as well as whether restricting the analysis to only intensifying TCs 
affected interpretation. While there were very minor differences in the resulting EOF structures, the interpretation 
of the analysis remained the same despite a large difference in sample sizes between the tests.

2.4. Model Setups

In the results section, we also demonstrate a useful application of the EOF by regressing the structure of simu-
lated TCs onto the first two principal components. Here we highlight two variations of Rita (2005) simulations. 
We chose to highlight Rita as an example because it was well-sampled throughout its lifetime across a wide range 
of the phase space, which facilitates comparisons between observations and simulations.

The model setup was adapted from Foerster and Bell (2017). We use the Weather Research and Forecasting Model 
version V3.9.1.1 (WRF; Skamarock et al., 2008) with three nested domains of 18-, 6-, and 2-km horizontal grid 
spacing and 43 vertical levels. The three domains had 300, 250, and 250 square grid points, respectively, and the 
two inner domains were vortex-following. The simulations use the following physics parameterizations: Rapid 
Radiative Transfer Model longwave radiation (Mlawer et al., 1997), Dudhia shortwave radiation (Dudhia, 1989), 
the Noah land surface model (Ek et al., 2003), the Yonsei University boundary layer scheme (Hong et al., 2006), 
Thompson aerosol-aware microphysics (Thompson & Eidhammer, 2014), and modified surface fluxes for trop-
ical cyclones (Garratt formulation; Davis & Coauthors,  2008). The outer two domains use the Kain–Fritsch 
cumulus parameterization (Kain & Fritsch, 1990), and the inner domain is convective permitting. The two WRF 
simulations were run from 18Z 18 September 2005 to 12Z 23 September 2005 and captured both the period of 
rapid intensification and the secondary eyewall formation of Hurricane Rita.

We conducted two numerical simulations that were set up identically to each other besides their initial bogus 
vortex conditions. In particular, we demonstrate the effects of an initially smaller bogus vortex with an initial Vmax 
of 17 m s −1 and an initial RMW of 150 km, and an initially larger bogus vortex that had an initial Vmax of 15 m s −1 
and RMW of 250 km. The model output was smoothed with a Lanczos filter with a window of 100 m with 10 m 
spacing and a frequency cutoff of 0.001 before regressing onto the EOF to make comparisons easier to interpret.
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Model output was then analyzed to be as similar as possible to observations to facilitate comparisons. Variables 
that were derived from FLIGHT + observations (Vmax, its RMW, and ϕ) were computed along full azimuthal 
averages at 700 mb to approximate flight-level heights. R34 was taken from the azimuthally-averaged surface 
total wind speed. Pmin was also calculated using the surface level pressure field. Fullness was calculated from the 
aforementioned RMW and R34 definitions, as in the observational dataset.

3. Results
3.1. EOF Results

Figure 3a shows the percent variance explained by the EOF analysis. Most of the variance is explained by the 
first two EOFs at nearly 80%. EOF1 primarily represents variability in intensity since the eigenvectors most 
strongly align with Vmax and Pmin (Figure 3b). The variability in wind and pressure is anti-correlated, with positive 
amplitudes of EOF1 primarily associated with higher Vmax and lower Pmin. In contrast, EOF2 primarily represents 
variability in size since it most strongly depends on RMW, Mmax, and R34 (Figure 3c). EOF1 also has some sensi-
tivity to fullness, RMW, and R34, but there is almost no relationship to Mmax, while Mmax is the most dominant 
parameter in EOF2. Higher fullness, smaller RMW, and larger R34 are therefore all correlated with higher EOF1 
intensity. A larger RMW, larger Mmax, and larger R34 are all correlated with a larger EOF2 size. The first two EOFs 
being associated with intensity and then size resulted for every tested permutation of EOF analyses, as well as for 
stricter quality-control requirements (not shown).

EOF 3 represents approximately 13% of our dataset's variability, and it primarily represents maturity, which is 
predominately represented by variability in ϕ after accounting for the differences in size and intensity that were 
already accounted for in EOFs 1–2 (Figure 3d). The fact that ϕ dominates EOF3 indicates that ϕ is a nearly 
orthogonal parameter to both intensity and size. EOF3 also shows that there is a weak relationship between ϕ 
and R34 and fullness, where TCs with smaller R34 are more likely to have higher ϕ angles. EOFs 4–7 represent a 
combined variability of approximately 7% and are not shown because they are likely associated with noise.

However, while we interpret EOF1 as intensity, EOF2 as size, and EOF3 as “maturity,” we note that each 
EOF contains some information on all three attributes, in accordance with the direction of the eigenvectors. In 
particular, intensity and maturity seem to have some aspects in common, since a component of ϕ points in the 
same direction as PC1. Similarly, PC1 also incorporates some size information from RMW and R34, and PC2 

Figure 3. (a) Percent variance explained by each empirical orthogonal functions (EOF) mode, with error bars in black. (b)–(d) The structures of the first three EOF 
modes. Values indicate the length of the eigenvectors, and rainbow colors are consistent with the arrows in Figure 5.
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incorporates some intensity information from Pmin. However, a benefit of this EOF analysis is that we show how 
each of the seven metrics covaries as TCs evolve.

To more clearly show the relationship between the EOF analysis and physical metrics, Figure 4 shows exam-
ples of the lifecycle of Hurricanes Rita (2005) and Charley (2004). These two TCs were chosen to demonstrate 
how different intensities and sizes are represented in the EOF analysis. Rita (2005) had 16 flights that met the 
QC criteria, with intensities that ranged from Categories 1–5 on the Saffir–Simpson scale and medium size. In 
contrast, Charley (2004) was a small, intense TC sampled by six flights.

Figure 4a shows the central minimum surface pressure, which is interpolated from BT data to the average flight 
time with second-order accuracy finite differencing. Note that the y-axis has been reversed such that lower pres-
sures are at the top for easier comparison. The dates on the two x-axes have been aligned to show that Rita and 
Charley had a period of similar intensification rates near the beginning of their observations. However, Rita was 
able to reach much lower Pmin values at peak intensity than Charley, which may be partly affected by Charley 
making landfall during the peak of its intensification and partly due to Rita's much larger size.

Figure 4b shows the FLIGHT + azimuthal averages for Rita and Charley in orange and blue, and compares 
them to the BT estimates of sustained 1-min average surface wind speeds. Comparing the FLIGHT + Vmax to 
the surface intensity, there is general agreement with the rate of intensification for both Rita and Charley, but the 
flight-level tangential velocity averages are consistently lower than the surface wind speed estimates. Comparing 
the FLIGHT + Vmax to the interpolated Pmin evolutions, Rita appears to have a more similar intensity to Charley 
at the midpoint of the observed periods, rather than the beginning. This could either be due to limitations to 
azimuthal averages or be related to the very different sizes of Rita and Charley.

Figure  4c shows the RMW of the FLIGHT  +  azimuthal averages. While some BT estimates were available 
to compare, they occurred sporadically and are not quality controlled in the official BT process. Thus, they 
were omitted from the figure. Rita's RMW started out quite large and contracted significantly throughout its 
intensification period. An eyewall replacement is evident with a larger RMW around 23 September. In contrast, 
Charley's RMW remained quite small throughout the observed intensification period. Figure 4d shows Mmax, 
which is the value used to normalize M profiles to calculate ϕ. Mmax is obtained from Vmax, RMW, and the Corio-
lis parameter, all of which are obtained from the FLIGHT + dataset. The Mmax magnitude was larger in Rita and 

Figure 4. Interpolated Best Track and azimuthally-averaged values for Rita (orange) and Charley (blue) that are included within the empirical orthogonal functions 
dataset, where the dates for each tropical cyclone are in September 2005 for Rita (top axis) and in August 2004 for Charley (bottom axis). The parameters shown are: (a) 
All Pmin (hPa) values (pale solid lines) and interpolated to flight times (circles), (b) All BT Surface Wind Speed estimates (pale solid lines) and FLIGHT + flight-level 
azimuthal averages (Vmax; m s −1; squares), (c) RMW (km), (d) Mmax (× 10 6 m 2 s 2), (e) All R34 (km) values (pale solid lines) and interpolated to flight times (circles), (f) 
Fullness, (g) ϕ (deg). Circles indicate second-order accurate interpolations to the flight time from BT data. Squares indicate azimuthally-averaged values at flight-level 
from FLIGHT + data. Diamonds indicate that parameters from both datasets were used.
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decreased as the RMW contracted. Rita's eyewall replacement is also evident in the Mmax evolution. In contrast, 
Mmax is small in Charley and increased over the lifecycle as Vmax increased while RMW stayed roughly constant.

Figure 4e shows R34, which is also interpolated temporally from BT estimates. Interestingly, Rita's R34 consist-
ently increases during intensification while Charley's decreases. Figure  4f shows fullness, which is the only 
parameter that uses both FLIGHT+ and BT data sources. Charley's fullness remains consistently high during 
the observing period, while Rita's generally increases throughout its intensification period. Both Rita and Char-
ley have similar fullness around 0.9 at peak observed intensity. Figure 4g shows ϕ, which is calculated from 
FLIGHT + parameters. While there is some noise apparent in this parameter, there is a trend toward larger angles 
as both TCs intensify. Rita also shows a decrease in ϕ after peak intensity, unlike fullness.

The seven-parameter timeseries show many aspects of the evolution of Rita and Charley, including both inten-
sity and size changes. Through the EOF analysis, we can reduce the dimensionality to show these changes in 
the context of other TCs in a simple 2-D phase space corresponding to the magnitude of the first two principal 
components (PCs). Figure 5 shows the data distribution when we use the first principal component PC1, which 
represents intensity, as the x-axis and the second principal component PC2, which represents the size, as the 
y-axis. Since the parameters were normalized prior to computing the EOF, the point (0,0) represents the average 
intensity and size of a TC in the quality-controlled dataset. The upper-left quadrant represents weak, big TCs, and 
the lower-right quadrant represents strong small TCs. The upper-right and lower-left quadrants represent strong, 
big and weak, small TCs, respectively.

In Figure 5a, each dot represents a single observed axisymmetric TC structure. The dots are shaded by the value 
of ϕ, which can be thought of as a ‘vertical’ axis corresponding to PC3. The arrows in the lower-left corner are 
an alternative way of viewing the first two EOFs displayed in Figures 3b and 3c, where the x-component is the 
magnitude of each parameter in PC1 shown in Figure 3b, and the y-component is the magnitude of each param-
eter in PC2 shown in Figure 3c. The magnitude of each arrow represents how strongly each parameter projects 
onto PC1 and PC2, and the direction of each arrow corresponds with the gradient of each parameter from low to 
high magnitudes. In this format, it's also easier to see that Vmax aligns most closely with the intensity axis, and 
Mmax aligns most closely with the size axis. Pmin is nearly opposite to Vmax, but has a marginally larger component 
in the size direction. RMW also has a slightly larger component in the size axis than R34, but both have a small 

Figure 5. Empirical orthogonal functions dataset transformed into coordinates where PC1 is the x-axis and PC2 is the y-axis. (a) Scatter points of all observations 
area shaded by ϕ using the same colorbar in Figure 1. Arrows show how the points in Figures 3b and 3c are represented in this phase space, where Figure 3b are the 
x-components, and Figure 3c is the y-components of each arrow. (b) Gray points represent the same points as in (a), but the Rita and Charley points shown in Figure 4 
are highlighted in orange and blue circles, respectively, and filled according to ϕ as in (a). The weakening phase of Rita is outlined with a paler orange to make it easier 
to see, and the annotated key tropical cyclone lifecycle points are outlined in a bolder and darker color. Additional text labels on the axes are included to help with 
physical interpretation of both subplots.
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component in the intensity axis, which is consistent with the fact that RMW and R34 both co-vary with intensi-
fication. Fullness and ϕ are primarily associated with intensity, but also increase in the negative PC2 direction 
(i.e., smaller size). The fact that fullness has a larger PC1-component than both RMW and R34 corroborates the 
findings of Guo and Tan (2017), in which fullness was found to be more correlated with BT intensity than RMW 
or R34. While ϕ and fullness have very similar angles with respect to PC1 and PC2, ϕ is primarily oriented in the 
vertical PC3 direction (not shown).

In Figure 5b, the orange- and blue-outlined dots correspond with the observations of Rita and Charley shown 
in Figure 4, and their shading corresponds to ϕ. First, Rita initially started out in the weak, big quadrant for the 
first four flights, corresponding to low Vmax and Pmin magnitudes and large RMW magnitude on 19 September 
and early 20 September (Figures 4a–4c). As Rita intensifies and contracts the structure ‘moves’ down and toward 
the right in the phase space. Some apparent weakening between the fifth and sixth flights occurs during eyewall 
formation around 20 September, which largely result from a sharp decrease in ϕ and may have been associated 
with land interactions with Cuba. Rapid intensification and Rita's peak intensity follow as the TC moves further 
right with increasing PC1 values. During this time period (21 - 22 September), Rita has large changes in all param-
eters (Figure 4). However, RMW decreases and R34 increases such that their contributions yield little net change 
in the PC2 direction. Just after peak intensity on the 22nd, there is some evidence of Rita's eyewall replacement 
cycle, which is represented first as a very slight decrease in PC2 and a larger decrease in PC1 as the inner eyewall 
contracts and decays, and then followed by both larger PC1 and PC2 values as the secondary eyewall becomes 
dominant. Finally, after the eyewall replacement cycle, Rita starts interacting with a synoptic-scale, upper-level 
trough, which shears Rita and further increases Rita's RMW and R34 while weakening the TC (Figures 4c and 4e).

In contrast, Charley's structure has some of the smallest PC2 magnitudes in the dataset. Charley was not sampled 
as extensively as Rita over its lifecycle, but we can see that Charley's evolution appears to increase in size for the 
first half of its observations, which is largely due to increases in RMW and Mmax. Interestingly, while Pmin and 
Vmax appear to be reasonably similar in the first few flights of Charley and Rita (Figures 4a and 4b), it becomes 
much clearer in the PC1 framework that Charley is much further along in its lifecycle and mature than Rita 
because ϕ and therefore PC1 is much larger in Charley during the first few flights. We can also see that Charley's 
peak intensity is weaker than Rita's.

Overall, Figure 5 shows a novel way to visualize TC structure and evolution in a phase space where intensity 
and size are nearly orthogonal. The general maturation of a TC will tend to move primarily from left to right 
in this phase space with a corresponding increase in ϕ and fullness. However, individual storms can occupy 
different parts of the phase space and evolve differently depending on their environmental conditions and internal 
processes. Structural changes such as contraction, rapid intensification, and eyewall replacement cycles can be 
visualized simply in this framework. The phase space also allows for easy comparison between different TCs and 
their variability in terms of two standardized variables rather than seven physical parameters.

3.2. Modeling Application

While the aircraft observations provide some indication of a smooth TC structural evolution, they are ultimately 
distinct snapshots in time. Therefore, we also show two variations of a Rita simulation, one with a small bogus 
vortex initialization and one with a large bogus vortex initialization, to both demonstrate a comparison between 
Rita's simulated structure and well-sampled observations and highlight the utility of orthogonal intensity and size 
axes. Not only do the simulations provide evidence of a smooth TC structural evolution in the PC1/PC2 phase 
space over time, but they also provide insight into how this framework can be used to validate model performance 
and potentially construct more realistic synthetic (e.g., “bogus”) vortex structures for numerical simulations.

Figure 6 compares the smoothed output from each of the two examples Rita simulations to Rita's BT observa-
tions that are shown in Figure 4, and model output was calculated as described in Section 2.4 to facilitate fair 
comparisons. Periods of the simulation prior to Rita's observation period are denoted differently to represent Vmax 
less than 18 m s −1 (dashed) or Vmax greater than 18 m s −1 but prior to Rita's observations (pale, thin). The bold 
portions between 1100 UTC 19 September 2005 and 0500 UTC 21 September 2005 will be the primary focus of 
the comparison between simulations and observations (hereafter the comparison period).

In each simulation, the evolutions of Pmin and Vmax show very similar behavior to each other (Figures 6a and 6b). 
Prior to the comparison period, both simulations intensify at nearly identical rates. At the beginning of the 
comparison period on 19 September 2005, there is also good agreement between both simulations and both 
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the Best-Track Pmin and FLIGHT + Vmax. However, on 20 September 2005, the small-bogus simulation begins 
to intensify more rapidly than both the big-bogus simulation and observations, and the small-bogus simulation 
remains most intense for the remainder of the simulation time. However, the big-bogus also intensifies but shows 
signs of an eyewall formation near Cuba. After completing the eyewall formation near Cuba, the big-bogus simu-
lation intensifies at a rate and intensity similar to observations with respect to Pmin, but Vmax becomes much more 
intense than FLIGHT + azimuthal average on 21 September 2005. Overall, the simulation intensities appear to 
either be reasonably close to observations or an overestimate.

In terms of ϕ and fullness, the big- and small-bogus simulations exhibit similar behavior but with different 
magnitudes during the main comparison period (Figures 6c and 6d). While both simulations have smaller ϕ and 
fullness on 19 September 2005 than observations suggest, the small-bogus simulation quickly develops a higher 
ϕ. In contrast, the big-bogus simulation has a lower ϕ but similar fullness. Both simulations show an interest-
ing ϕ and fullness evolution that is similar to the observations but with different magnitudes. RMW and Mmax 
also follow similar evolution at different magnitudes between the big- and small-bogus simulations (Figures 6e 
and 6f). While both simulations initially contract to an RMW that is too small, the big-bogus simulation magni-
tudes of RMW and Mmax end up much closer to FLIGHT + observations than the small-bogus simulation. These 
results highlight the persistent impact of the initial TC size on future TC evolution (e.g., Martinez et al., 2020; Tao 
et al., 2020), but a comparison of the time series alone limits the ability to assess how the combined parameters 
compare to historical vortex structures.

Finally, R34 for the big- and small-bogus simulations start out too small at the beginning of the comparison period 
(Figure 6g). However, the outer-core expansion in the big-bogus simulation becomes similar to observations 
around 20 September, and then expands too quickly afterward. The small-bogus simulation has too small of 
an outer wind field for the entire simulation but evolves to just under the observed magnitude around 10Z 21 
September 2005. However, the rate of R34 expansion in the small-bogus simulation is quite fast compared to 
observations due to the fast intensification.

Overall, while neither of the simulations was a perfect representation of Rita's evolution, Figure 6 shows that 
the big-bogus simulation is closer to observations. However, it is hard to separate redundant versus important 
information in seven panels of comparisons. Figure 7 shows how the two simulations project onto the same coor-
dinates as originally shown in Figure 5. In this format, it becomes much easier to quickly distill the differences 
between the two simulations. At a glance, we can see that the big-bogus simulation has a larger value of PC2 at all 

Figure 6. Comparison of the two simulations of Rita to the orange observations shown in Figure 4. Dark blue represents the big-bogus simulation, and light blue 
represents the small-bogus simulation. The open circle represents the simulation initialization; dotted segment of the simulations represents when Vmax < 18 m s −1, 
because that portion of the simulation would not meet QC requirements; pale, thin segments of simulations represent that the simulation Vmax is larger than 18 m s −1 
but the timing is before Rita's observing period; and bold segments represent the primary comparison time between models and observations. Scatter point symbols for 
observations are consistent with Figure 4, and equivalent observation times are marked in simulations as well.

 21698996, 2023, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

037089 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [22/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

CASAS ET AL.

10.1029/2022JD037089

12 of 15

times than the small-bogus simulation during the comparison period, but the big-bogus simulation is fairly accu-
rate in terms of PC2 size. In addition, we see that the initially big storm remains big with PC2 size. We can  also 
see that the overall structure during the comparison period starts out too weak and ends too intense.

Both simulations show evidence of eyewall formation at the beginning of the comparison period, with a pause in 
intensification and an increase in size that is similar to observations but in a different part of the phase space. The 
eyewall formation happens at a much weaker PC1 intensity and smaller PC2 size than Rita's observations would 
suggest. After that, both simulations slowly contract as they rapidly intensify. Coincidentally, the small-bogus 
simulation appears to be initialized at an appropriate size for the Charley simulation instead of the Rita simula-
tion, and we can see that the combination of initial conditions led to a small TC compared to observations of Rita. 
By the end of the comparison period, we can see that the small-bogus simulation has intensified far too quickly 
with respect to Rita's observations and that PC1 for 05Z 21 September 2005 in the small-bogus simulation is 2 
standard deviations more intense than observations. While the initial evolution of the big-bogus simulation is 
too weak and too small at 11Z 19 September 2005, it is clear that the PC2 size after that adjustment then closely 

Figure 7. Projections of the big- and small-bogus simulations onto the coordinates shown in Figure 5. The big-bogus simulation is shown in dark blue and the 
small-bogus simulation is shown in light-blue. Times prior to Rita's observing period have been omitted, but the initial conditions for each simulation are (−5.5, 1.0) for 
the small-bogus simulation and (−5.0, 2.1) for the big-bogus simulation. Day and hour of first and last observation within the comparison period have been labeled, and 
points and segments within this time range are bold. Small gray points are identical to Figure 5b.
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resembles Rita's observations. However, the simulated storm intensifies too quickly and the PC1 intensity still 
winds up being 1 standard deviation larger than the observation at 05Z 21 September 2005. To address this 
remaining error in intensity, additional aspects of the simulation experimental design would have to be addressed, 
such as synoptic environment or ocean coupling.

Overall, Figure 7 shows the same conclusions as Figure 4 but more concisely. We can see that the big-bogus 
simulation structure resembles observations the closest, but it is too intense at the end of the simulation. In addi-
tion, when combined with the scatter of observed TC variability, we can gain historical context to the curves and 
quickly identify when there are abnormal intensity-size relationships. While time is implicit in this phase space 
and must be annotated separately, one can quickly see a holistic TC structural evolution in a single curve. The 
EOF phase space allows TC researchers and forecasters to quickly identify specific features and examine them in 
the context of the observed variability.

4. Discussion and Conclusions
In this study, we have used aircraft and BT observations to calculate an EOF analysis and create orthogonal axes 
for intensity and size. Through the EOF analysis, we have reduced a seven-parameter space into a simplified, 
orthogonal, 2D phase space, where PC1 is primarily associated with intensity, and PC2 is primarily associated 
with the size. We also defined a new parameter, ϕ, which is a simple way to characterize vortex radial wind decay. 
Since our new parameter ϕ primarily corresponds with PC3, we believe that it provides additional information 
on TC structure and maturity.

However, while our principle components are primarily associated with intensity, size, or maturity, we note that 
each principle component incorporates some information from the other two attributes. For example, PC1 and 
“maturity” are related through components of ϕ and fullness, and PC1 also incorporates some size information 
from RMW and R34. PC2 also retains some intensity information from Pmin and “maturity” information from 
ϕ and fullness, as well. However, a benefit of this EOF analysis is that it shows how the seven metrics covary 
together in such a way that the variability cleanly separates into ways that can be interpreted as intensity and size.

To demonstrate our new intensity-size coordinates, we first compared the well-known storms of Hurricanes 
Charley (2004) and Rita (2005) within our dataset. When examining individual parameters, we can see noticea-
ble differences in size, but only minimal differences in intensity for the majority of both intensification periods. 
However, trying to comprehend the various relationships between all seven parameters is challenging. But when 
plotting onto the EOF phase space, it is more easily apparent that Charley was one of the smallest and more 
intense TCs in the historical record, while Rita was an averaged size TC that traversed a wide range of PC1 and 
PC2 values as it intensified, underwent an eyewall replacement, and ultimately weakened.

In addition to comparing observed structure and evolution, we have also demonstrated that simulated structure 
can be regressed onto these axes for model validation. When comparing two simulations of Rita with initially 
small and big bogus vortices with BT observations, it is quickly apparent that Rita's initial intensity is similar in 
both cases but the small-bogus vortex simulation was too small. By increasing the initial RMW, the big-bogus 
simulation became more in line with the observed structure and evolution. Both simulations intensified too 
quickly compared to observations, however.

While we have only demonstrated the utility of this framework with deterministic models, this framework could 
also help distill key structural differences in ensemble runs. The framework could help forecasters more quickly 
assess deterministic or ensemble simulations, and also allow the ability to quickly put new forecasts and obser-
vations into historical context. Researchers can use this framework to diagnose key structural and intensity 
changes and run more accurate case study simulations by utilizing more realistic initial bogus vortices. Idealized 
structures can also be compared to real TCs in this framework to determine their realism. For future work, this 
framework can also be used to assess how variability in the low-dimensional internal structure as presented herein 
affects  contraction, intensification, and other structural evolution in TCs with respect to PC1 and PC2.

Data Availability Statement
Data- FLIGHT+ (Vigh et al., 2020) data of aircraft observations is available at: https://verif.rap.ucar.edu/tcdata/
flight/. Data - IBTrACS (Knapp et al., 2010) data of Best Track data is available at: https://www.ncdc.noaa.gov/
ibtracs/. Quality controlled and processed data is available upon request.
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